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Q. Are standard ML / AI packages 
effective for theoretical physics 
(particle / nuclear / quantum etc)?

Short answer: if those ML / 
AI models are trustworthy for 
fundamental physics, then yes. 



What makes ML / AI trustworthy?

➡ Precision 

➡ Interpretability 

➡ Robustness  

➡ Reliability (including 
fairness, ethics) etc.



What makes ML precise, interpretable & robust?

Precision: depends on 
an ability to recognize 
order of relevance 
among data features. 

  

❖ If some data is coarse 
grained, trustworthy ML / 
AI can auto tune results 
according to data 
relevance.

Interpretability: depends 
on an ability to learn 
about the target following 
some rule(s) / pattern(s) / 
algorithm(s), rather than 
ad hoc data matching.  

❖Trustworthy ML / AI is 
much more than a 
glorified data fitting tool. 

Robustness: 
depends on an ability 
to autofill for missing 
or noisy information.  

❖Trustworthy ML / 
AI can autofill or 
predict missing data 
following complex, 
hidden patterns.



Q. Shouldn’t ensuring AI /ML trust be the job of AI 
industry, or computer scientists? 
Short answer: modern state-of-the-art ML / AI models are stories of 
empirical success, with very little support to their reliability, across 
various application domains.

- Research from AI industry or computer scientists are hard to translate 
into language of theoretical physics. 

- Still a nascent field, needs more theoretical tools for foundation.  

- Performance can break down with drastic changes in data length scale! 



Why Wilsonian RG for trustworthy ML? 

Can we track how precision of ML 
outputs depends on data attributes? 

- Locate a separatrix in data feature 
space 

- Study dynamics of ML output noise, as 
a means to precision, as a function of this 
separatrix (scale). 

But those are same as steps in RG!



Bayesian inference, optimal transport, and 
diffusion processes modeled after RG.

Related works: RG  meets  ML

[Halverson, AM, Stoner 2020], [Erbin, Lahoche, O. Samary 2021], [Erbin, 
Lahoche, O. Samary 2022], [Erbin, Finotello, Kprera, Lahoche, O. Samary 

2023], [Grosvenor, Jefferson 2021], [Roberts, Yaida, Hanin 2021], [Erdmenger, 
Grosvenor, Jefferson 2021], [Banta, Cai, Craig, Zhang 2023]

[Cotler, Rezchikov 2022], [Cotler, Rezchikov 2023], [Berman, 
Heckman, Klinger 2022], [Berman, Klinger 2022], [Berman, 

Klinger, Stapleton 2023], [Berman, Klinger, Stapleton 2024], 
[Cheng, Gerdes, .… 202x]

Finite width / depth effects in initialized 
DNN ensembles in terms of RG. 

RG to explain ML output 
quality (precision and noise) 



Talk outline

I. Neural Network Gaussian 
Process Regression

II. Wilsonian RG framework 

III. Universal RG flows

IV. Functional RG flows



I. Neural Network Gaussian Process 
(NNGP) Regression



Overparameterized NNs produce noisy outputs, even when nicely trained. 

Covariance of noise 
is called ‘ridge’  
ϵ ∼ 𝒩(0,σ2)

Target Noise in output

f(x) ∼

Noise evolves if data features / information is removed. 

Neural Network Gaussian Process Regression



If data features get coarse grained, average prediction of trained NN 
becomes more noisy, i.e. precision reduces.  

- Wilsonian RG framework can track evolution of noise.  

- From noise dominated learning regime, one can go bottom-up to find 
regimes where NN predictions are more precise and trustable.

Average predictor obtained using replica 
partition function, then setting .lim M → 0

Neural Network Gaussian Process Regression



Relevant & irrelevant data features interact in replica action 

Spectral decomposition in NNGP kernel eigenspace.η/σ2 ≪ 1When +
NNGP kernel eigenfunctions / 

feature modes

GP modes

MSE loss term

Neural Network Gaussian Process Regression



II. Wilsonian RG framework



Momentum shell RG to coarse grain irrelevant features from 
interacting replica action

 Data sets IR cutoff .  

  with low  correspond to high momentum modes.

κ

ϕk λk

Kernel eigenvalues

Wilsonian RG framework



Coarse graining of features renormalize noise   in predictor.ϵ ∼ 𝒩(0,σ2)

RG flow of ridge 
parameter .σ2

denotes all GP modes with .m < m, k < κ

Induces flow of ML 
predictor & its precision.

Wilsonian RG framework



III. Universal RG Flows



Gaussian irrelevant features

Integrate higher GP modes   (always Gaussian). fmk>κ

Integrate Gaussian higher feature modes . ϕk>κStep 1. 

Step 2. 



Universal RG flows

All  and  are Gaussianϕk>κ(x) ϕk<κ(x)

Universal RG flow of ridge

Each momentum shell

Note: the universal ridge renormalization result isn’t entirely new.  
Our framework provides an RG interpretation to [Canatar, Bordelon, Pehlevan 2021]



Wilsonian RG for Neural Scaling Laws

Learnability 
threshold

# learnable 
modes κ



IV. Functional RG flows



Functional RG flows

Integrate over shell   κ ≡ q

Spatial RG of ridge

Covariance of GP modes 
over infinitesimal shell

Consider Gaussian , while  are perturbatively non-Gaussian.  ϕk<κ ϕk>κ



A Solvable Toy Model

Rank-2 kernel 

Target function with no apparent 
overlap with kernel eigenmodes

Yet, nonzero avg predictor due to 
nonzero coarse-grained . New result. λ2



Conclusion
 A first principle Wilsonian RG approach for NNGP regression. 

 When irrelevant features are Gaussian, universal RG flow; for non-Gaussian 
irrelevant features, spatial dependences in RG.  

 Wilsonian RG shows nonzero correction to average predictions, even when 
feature modes and target do not overlap.  

 Average predictor receives corrections through ridge renormalization in a 
perturbative manner. We stopped at first order corrections.  

 Scaling laws of MSE loss as a function of size of data sets correctly predicted.



Thank You! 
Questions?

https://aninditamaiti.github.io/

Email: amaiti@perimeterinstitute.ca

mailto:amaiti@perimeterinstitute.ca
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NNGP Regression: Some Details

Average predictors: equivalence kernel limit

  Different feature modes  do not interact in replica action. ϕk

Average per GP mode Variance per GP mode



NNGP Regression: Some Details

Irrelevant feature modes (for inference)

  Modes get decoupled from 
the inference problem, if

k ≤ κ

k ≥ κ
k = κ



Do we actually need Wilsonian RG to coarse 
grain over irrelevant modes?!

k = κ − δk

k = κ

Ans. Not necessarily in equivalence kernel limit, 
where higher modes  and lower modes 

 decouple in replica action. 
(k ≥ κ)

(k < κ)

Wilsonian RG framework: Some Details



Wilsonian RG framework: Some Details

Effects of higher modes show up in  Seff

Covariance of 
higher GP modes



Universal RG flows: Some Details

Integrate higher GP modes   (always Gaussian). fmk>κ

Integrate Gaussian higher feature modes . ϕk>κ

Step 1. 

Step 2. 



Universal RG flows: Some Details

Assumption over expectation value of GP covariance matrix. 



Non-Gaussian irrelevant features: Some Details

Spatial re-weighting of MSE loss  

Integrate over shell   κ ≡ q


