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1. Introduction

MSHT Global PDF Fitting
Global fit of collinear unpolarised PDFs. More than 60 di�erent
datasets - Fixed Target, HERA DIS, neutrinos, Drell-Yan, Tevatron,
LHC. 6 neutrinos, 2 fixed target DY, 8 HERA, 8 Tevatron, 27 LHC.
Almost 5000 datapoints included over wide range of (x ,Q2):
10≠4 . x . 0.8 and 2 GeV2 . Q2 . 106 GeV2.
Robust methodology with developments on all three fronts:

1 Theoretical - Vast majority of processes included have full NNLO QCD
theory, with NLO EW where relevant. Recent extension to approximate
N3LO with theoretical uncertainties for first time.

2 Experimental - Many new datasets, more precise, more channels, more
di�erential.

3 Methodological - Extended parameterisation, 52 PDF parameters -
allow fitting to accuracy < 1%. Closure tests performed to examine
central value and uncertainties.

What can the EIC contribute to this? ∆ Precise, new DIS data.
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TC et al, 2207.04739

Harland-Lang, TC, Thorne, 2407.07944
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1. MSHT PDF Overview

MSHT20 PDF Overview
MSHT20 - New PDF set from MSHT group for precision LHC era
(2012.04684). More data, extended methodology, improved theory.
Global fit ∆ 61 di�erent datasets, & 4500 datapoints - 10 Structure
Func., 6 neutrinos, 2 fixed target DY, 8 HERA, 8 Tevatron, 27 LHC.
Many developments since, only relevant ones shown:

1 Extraction of –S(M2
Z

) at NLO and NNLO: 2106.10289.
2 Approximate N3LO (aN3LO) PDFs with theoretical uncertainties:

2207.04739.
3 Top mass determination in MSHT at NNLO: 2306.14885.
4 Impact of Jet, Dijet and Z pT data at up to aN3LO in MSHT:

2312.12505.
5 Determination of –S(M2

Z
) at up to aN3LO.
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- Also QED PDFs, PDF experiment sensitivities, EIC study, PDF4LHC21, etc.

alphas-2022 workshop
+ Snowmass

(world first!)

–S -mt correlation
New since
alphaS
2022

workshop!

Added new data

Upcoming!
(preliminary results here)2404.02964

3 N. Armesto et al., arXiv:2309.11269, and in prep.



1. MSHT PDF Overview

MSHT20 Approximate N3LO PDF Overview
As experiments become more precise, need to improve accuracy
and precison of theoretical predictions.
In particular as PDFs become more precise we need:

1 Move to higher orders (N3LO) in QCD.
2 Inclusion of theoretical uncertainties.

∆ we can address both in one go! ∆ MSHT20aN3LO PDFs.
Idea is to include known N3LO e�ects already into PDFs and to
parameterise remaining unknown pieces via nuisance parameters.
Variation of these remaining unknown N3LO
pieces then provides a theoretical uncertainty
within an approximate N3LO fit (aN3LO).
Vary actual unknown higher order pieces to
get MHOU uncertainty, rather than rely on
scale variations as a proxy for this.

Thomas Cridge DESY MSHT –S (M2
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More information J. McGowan, T.C., L.A. Harland-Lang, R.S. Thorne: 2207.04739
4 See also - NNPDF4.0aN3LO!



N3LO - What do we know?

★ Splitting functions: a wealth of information. Moments & various limits, with much recent further progress.

• Approximate      poorly known!
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2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.
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★DIS: massless coefficient functions known (+ massive high       ). Massive low      approx. known.
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★Heavy Flavour: again wealth of information. Moments & various limits, with much recent progress.
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★Hadronic Cross Sections: while much progress made, thus far not useable in PDF fits.

• Indeed, now (only v. recently) evolution effectively known exactly for pheno purposes. Remaining 
ingredients - massive DIS + hadronic cross sections will not arrive soon.  

• Approximation + uncertainty required for these, but it is appropriate to move to aN3LO now.
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Determination of the Strong 
Coupling at up to aN3LO

6



Extracting the strong coupling in a PDF fit

• Global PDF fit sensitive to value of strong coupling through impact on evolution and cross sections.

• While baseline sets often provided with                    , can allow it be to free parameter and see what we find.

• Individual datasets have different       dependencies, but global determination provides robust fit.

• Determination of      and PDFs highly correlated. Only completely consistent way to include impact of a 
(PDF sensitive) hadronic measurements is via full refit.

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.

Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 7 / 44

<latexit sha1_base64="1toPJXqjvnN3aEmsqStpspyqAJU=">AAAB9XicbVBNS8NAEJ3Ur1q/qh69BIvgKSQitReh0IvHivYD2lgm2027dLMJuxullP4PLx4U8ep/8ea/cdvmoK0PBh7vzTAzL0g4U9p1v63c2vrG5lZ+u7Czu7d/UDw8aqo4lYQ2SMxj2Q5QUc4EbWimOW0nkmIUcNoKRrWZ33qkUrFY3OtxQv0IB4KFjKA20kMXeTLE3t2163hepVcsuY47h71KvIyUIEO9V/zq9mOSRlRowlGpjucm2p+g1IxwOi10U0UTJCMc0I6hAiOq/Mn86ql9ZpS+HcbSlND2XP09McFIqXEUmM4I9VAtezPxP6+T6rDiT5hIUk0FWSwKU27r2J5FYPeZpETzsSFIJDO32mSIEok2QRVMCN7yy6ukeeF4Zad8e1mq1rI48nACp3AOHlxBFW6gDg0gIOEZXuHNerJerHfrY9Gas7KZY/gD6/MHtAmRWw==</latexit>

↵S = 0.118
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S. Forte and Z. Kassabov, arXiv: 2001.04896
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2. MSHT –S Depedence

MSHT –S dependence - NLO and NNLO
Default PDFs provided at standard fixed value of –S(M2

Z
) = 0.118.

Can also allow –S to be a free parameter in the fit.
Global fit nature of PDFs ∆ can provide a precise, accurate
determination of –S .
Individual datasets have di�erent dependences on –S , but robust
determination utilising all datasets.
The best fit values were found to be:

–prev

S,NLO
(M2

Z
) = 0.1203 –prev

S,NNLO
(M2

Z
) = 0.1174

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 8 / 29
More information in article: TC et al, 2106.10289, Eur.Phys.J.C 81 (2021) 8, 744.

(previous)

Shown at
alphas-2022

workshop and
in Snowmass Note we provide the

�‰2 changes with –S

∆ can use this info!

NLO NNLO
Nice Quadratic

‰2 profile
X

–S,NNLO(M2
Z

) < –S,NLO(M2
Z

)
as NNLO corrections +ve, so
fitting same data ∆ lower –S .

• In original (up to) NNLO 
MSHT20 fit, the best fit 
values were found to be:

• What about aN3LO?
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• Can now extend this analysis to aN3LO. Baseline very similar (not identical) to MSHT20. Find:

The strong coupling at aN3LO Minor updates + 
ATLAS 8 TeV jets

2. MSHT –S Depedence

MSHT20 –S dependence - NNLO and aN3LO
First PDF –S(M2

Z
) determination at aN3LO.

Consistent with NNLO determination within uncertainties.
Good perturbative convergence of –S determination.

–new

S,NNLO
(M2

Z
) = 0.1171 –new

S,aN3LO
(M2

Z
) = 0.1170

Approximate N3LO as whilst splitting functions, DIS coe�cient
functions, heavy quark transition matrix elements are largely
known (latter - see talk by J. Blümlein), N3LO xsecs still unknown.

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 10 / 29
T.C., L.A. Harland-Lang, R.S. Thorne (upcoming).

(first ever!)

New New

aN3LONNLO

Nice Quadratic
‰2 profile

X

Preliminary!

• NNLO: similar to previous result (0.1174).

• Very good perturbative convergence to aN3LO, and both consistent with world average.

• Confirmed that more recent aN3LO splitting function information gives v. similar result (      uncertainty)

• Looking in more detail…

order and symmetrised for simplicity. The consistency of the determinations at NNLO and
aN3LO is clear, particularly considering the NLO determination in our previous study [39] of
↵S(M2

Z)(NLO) = 0.1203± 0.0015. In addition, the aN3LO determination results in the slightly
weaker bounds than at NNLO, very likely due to the inclusion of missing higher order theoretical
uncertainties in the fit. These bounds on ↵S(M2

Z) correspond to a ��
2 = 13 at NNLO and

��
2 = 16 at aN3LO. Both the NNLO and aN3LO ↵S(M2

Z) determinations are consistent with
the Particle Data Group (NNLO) world average of 0.1180± 0.0009 [41].

3 Examination of Approximate N3LO ↵S(M 2
Z
) sensitivity

3.1 Sensitivity of the Splitting functions

At aN3LO the form of the splitting functions is allowed to vary in the fit, guided by a prior
uncertainty band that is determined from the known information about these objects at the
time of the release of the MSHT20aN3LO set. We will in general expect some dependence of
the resulting splitting functions on the value of the strong coupling, and vice versa.

It is therefore useful to examine the impact of the value of the strong coupling on the best fit
splitting functions. This is shown in Fig. 8 for the two cases that show the highest sensitivity;
for other splitting functions the dependence is hardly visible on the plots. In particular, these
show both the prior, and the posterior (at the best fit value of ↵S(M2

Z) = 0.117) uncertainty
bands, as well as in the red dashed lines the best fit posterior splitting functions that result when
↵S(M2

Z) is varied by ±0.001. For demonstration purposes, we note that the splitting functions
are shown at a fixed value of ↵S = 0.2, which isolates the impact from the fit on the extracted
splitting functions.

We can see that the largest dependence is for the gluon–gluon splitting function, which is as
we might expect given the known correlation between the value of the strong coupling and the
gluon PDF. For the larger value of ↵S(M2

Z) = 0.118, the splitting function is larger in the visible
(lower x) region on the plots, while for the lower value of ↵S(M2

Z) = 0.116 it is lower. The size
of the variation is nonetheless safely smaller than, although not negligible with respect to, the
quoted posterior uncertainty, and in all cases these are within the original prior band. For the
quark–gluon splitting function (and, as mentioned above the other cases not shown here) the
dependence is much smaller.

This therefore indicates only a mild sensitivity of the preferred splitting function on the
value of ↵S(M2

Z) in our fit. Conversely, given this is a relatively small e↵ect we can expect any
dependence of the extracted value of ↵S(M2

Z) on the precise treatment of the splitting function
uncertainties to be even smaller. Given additional information from more recent theoretical
calculations of the splitting functions [9–13] is now available, this provides reassuring evidence
that our analysis should not be significantly changed when this information is included in the
PDF fit. Indeed, this is supported by the observation made earlier, that taking the updated
splitting functions of [9–12] resulted in a best fit ↵S(M2

Z) very close to that we obtain in this
work.

3.2 Impact of Jet vs. Dijet production

In [37] we presented a detailed comparison of the impact of 7 and 8 TeV inclusive jet [40,59–61]
in comparison to dijet [95–97] data on the MSHT fit at up to aN3LO order. In this section, we
extend this analysis to examine the impact such data have on the extracted value of the strong
coupling. Other than by allowing the value of ↵S(M2

Z) to vary, the baseline fits are identical to
those presented in [37].
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• Find that global      profile built up of different competing pulls…

2. MSHT –S Depedence

MSHT20 –S dependence - NNLO and aN3LO
First PDF –S(M2

Z
) determination at aN3LO.

Consistent with NNLO determination within uncertainties.
Good perturbative convergence of –S determination.
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) = 0.1170

Approximate N3LO as whilst splitting functions, DIS coe�cient
functions, heavy quark transition matrix elements are largely
known (latter - see talk by J. Blümlein), N3LO xsecs still unknown.
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New New

aN3LONNLO

Nice Quadratic
‰2 profile

X

Preliminary!

★Fixed target data. DIS in particular 
sensitive through impact on evolution
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2. MSHT –S Depedence

MSHT20 dataset –S dependence - Fixed Target
Perform fits for range 0.112 < –S(M2

Z
) < 0.122 in steps of 0.001,

and examine individual dataset –S dependence via fit quality.

Fixed target (e.g. BCDMS, NMC, SLAC) high x experiments are
dominated by non-singlet ∆ cleaner means of evaluating –S .
HERA has more limited –S sensitivity (not shown) as it is lower x
∆ singlet-–S correlation.
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NNLO
aN3LO

BCDMSp prefers
lower –S to slow
fall of structure
function with Q

2.
Deuteron datasets often
prefer larger –S .

SLACp prefers
lower –S , more
so at NNLO.

EIC may further
improve these
bounds.

SLACd prefers higher
–S , unlike SLACp.

Perhaps evidence of
Q

2 dependence of
deuterium corrections?

Consistent with –S pulls
seen in previous studies,
and between orders.

Preliminary!

★LHC DY. Due to high precision 
provide reasonable constraints

2. MSHT –S Depedence

MSHT20 dataset –S dependence - Drell-Yan
Perform fits for range 0.112 < –S(M2

Z
) < 0.122 in steps of 0.001,

and examine individual dataset –S dependence via fit quality.

High precision W , Z data have indirect sensitivity to –S through
their precision (via smaller e�ects in evolution and cross-sections),
often prefer higher –S values.
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NNLO
aN3LOATLAS 7 TeV W ,

Z combined data
prefer slightly
higher –S .

LHCb 7 and 8 TeV W , Z

to muons prefer slightly
raised –S . Di�erent to
LHCb electron data.

ATLAS 8 TeV W

(and also Z)
favour larger –S .

CMS 8 TeV W also
favour higher –S .

Consistent with –S pulls
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

Figure 3: The individual datasets ��2 = �2 � �2
0 for different values of ↵S(M

2
Z), within the global PDF fits at

NNLO (red) and aN3LO (green). This figure provides the profiles with ↵S(M
2
Z) for a small selection of the collider

Drell-Yan datasets included.

high x gluon generally favouring a smaller value of ↵S(M2

Z). This is as expected given the
correlation between the high x gluon PDF and ↵S(M2

Z) at large x, as indicated in Fig. 11.
In addition we note that, as for the Drell-Yan datasets, the aN3LO profiles are often notably
shallower than at NNLO due to the inclusion of a theoretical uncertainty from the missing N3LO
cross-sections for these data. A more detailed analysis of these data follows in Section 3.2, where
the impacts of fitting the inclusive jet or dijet data on ↵S(M2

Z) are examined.
Next we discuss the ↵S(M2

Z) sensitivity of top quark pair production data. As for inclusive
jet data, these are also expected to show significant sensitivity to ↵S(M2

Z), being O(↵2

S) at
leading order. In Fig. 5, we present the changes in �

2 as ↵S(M2

Z) is scanned from 0.112 to 0.122
for four datasets (a subset of the top quark datasets included in the global fit). These are: the
top total cross-section data from the Tevatron, ATLAS and CMS [65–77]; CMS 8 TeV top quark
pair production di↵erential in top-antitop pair rapidity in the lepton+jets channel [78]; ATLAS
8 TeV data in the same lepton+jets channel but multi-di↵erential in the top-quark pair invariant
mass, top-quark/antiquark transverse momentum and the individual and pairwise rapidities [79];
and finally the ATLAS 8 TeV top-antitop production in the dilepton channel single di↵erential
in the top pair rapidity [80]. The pulls on ↵S(M2

Z) are consistent between NNLO and aN3LO,
and with our previous NNLO study [39]. The CMS 8 TeV tt̄ single di↵erential data favour
a lower ↵S(M2

Z), in contrast to the preference for a higher ↵S(M2

Z) observed in the ATLAS
8 TeV tt̄ multi-di↵erential data in the same lepton+jets channel. The top total cross-section
data and ATLAS 8 TeV dilepton data both constrain ↵S(M2

Z) to be close to the best fit at
NNLO, as observed previously, while at aN3LO they favour slightly lower ↵S(M2

Z) ⇠ 0.116. The
main di↵erence at aN3LO with these latter two datasets is again the shallower nature of the �

2

profiles, placing less tight bounds on ↵S(M2

Z) due to the inclusion of a theoretical uncertainty
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Figure 2: The individual datasets ��2 = �2 � �2
0 for different values of ↵S(M

2
Z), within the global PDF fits at

NNLO (red) and aN3LO (green). This figure provides the profiles with ↵S(M
2
Z) for a small selection of the fixed

target deep inelastic scattering datasets included.

providing the �
2 profiles for a variety of LHC Drell-Yan datasets in Fig. 3. We show a selection

of ATLAS [49, 50], CMS [51] and LHCb [52, 53] data at 7 and 8 TeV for illustration. Whilst
these data have limited direct sensitivity to ↵S(M2

Z) through the ↵S(M2

Z) dependence of their
cross sections, their precision provides notable ↵S(M2

Z) dependence in the context of the global
PDF fit due to the impact of ↵S(M2

Z) on the PDF themselves. These datasets consistently
indicate a preference for an ↵S(M2

Z) value larger than the best fit, of 0.119 and higher, as
noted in [39]. Again we observe consistency between the NNLO and aN3LO ↵S(M2

Z) profiles,
though now the aN3LO profiles are usually somewhat shallower, indicating a slightly reduced
sensitivity to ↵S(M2

Z). This is a reflection of the unknown N3LO K-factors for these processes2,
which contribute additional MHOU uncertainties to the PDFs and in turn the inclusion of these
theoretical uncertainties reduce the ↵S(M2

Z) sensitivity mildly.
In contrast to Drell-Yan data, inclusive jet data have significant direct ↵S(M2

Z) sensitivity
through the cross-section. Fig. 4 illustrates the �

2 profiles for several of these datasets with
↵S(M2

Z). As expected, notable ↵S(M2

Z) sensitivity is observed with the CMS [59] and ATLAS
7 TeV inclusive jets [60] favouring lower values of ↵S(M2

Z), around 0.112 at both NNLO and
aN3LO. The ATLAS 8 TeV inclusive jet data [40] favour a similarly low value of ↵S(M2

Z), though
in contrast the CMS 8 TeV inclusive jet data [61] show some tension with these, preferring
↵S(M2

Z) around 0.119 at both NNLO and aN3LO. These results are consistent with the pulls
seen previously of these datasets on the high x gluon [1,62–64], with those which prefer a larger

2Whilst there was been recent progress in the determination of cross-sections for several processes at N3LO [54],
including neutral and charged current Drell-Yan [55–58] both total and di↵erential in rapidity, these are not yet
provided in a form for utilisation in PDF fits, in particular di↵erential over all the required variables and with
fiducial cuts applied.
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★LHC Jets. Clear direct 
constraints. Some difference 
between datasets…

Figure 4: The individual datasets ��2 = �2 � �2
0 for different values of ↵S(M

2
Z), within the global PDF fits at

NNLO (red) and aN3LO (green). This figure provides the profiles with ↵S(M
2
Z) for a small selection of the collider

inclusive jet datasets included.

for the MHOUs in the N3LO cross-section. The results shown here are all shown at a fixed value
of the top mass, however it was shown at NNLO within MSHT [81] that, at least in the case
of the total top cross-section and the lepton+jet channels, that the dependence of the best fit
on ↵S(M2

Z) and mt is relatively independent in the neighbourhood of the best fit. Indeed our
results here at fixed mt are consistent with the ↵S(M2

Z) bounds investigated in [81].
Finally, a dataset which has been a focus of attention for its ↵S(M2

Z) sensitivity is the
ATLAS 8 TeV Z pT data [82]. A recent measurement of these data [83] was utilised to extract
↵S(M2

Z), with apparently significant ↵S(M2

Z) sensitivity in the low p
Z
T region around the Sudakov

peak [84]. As these data are included at fixed order in global PDF fits we utilise a cut of
p
Z
T > 30GeV to restrict ourselves to the region where this is valid. It was illustrated in [34] that

these data show a significant improvement in fit quality at aN3LO relative to NNLO, which was
subsequently analysed in more detail in [38] and concluded to be a sign of the necessity of the
inclusion of higher order e↵ects in the PDFs to fit these data. This also studied the impact of
raising the p

Z
T cut above 30GeV and noted the same trend. In any case, given the precision

of these data, even in the absence of the low p
Z
T region some ↵S(M2

Z) sensitivity remains and
we can analyse this within the context of the MSHT20 global PDF fit at aN3LO. The ��

2

profile at aN3LO as ↵S(M2

Z) is changed is shown in Fig. 6, and we can see that these data
prefer ↵S(M2

Z) ⇡ 0.118. We may also utilise the changes in �
2 with ↵S(M2

Z) to place bounds
on ↵S(M2

Z), as described in more detail in Section 2.3.

2.3 Uncertainty and Bounds on ↵S(M2

Z)

The �2 profiles as ↵S(M2

Z) is changed also allow bounds to be set on ↵S(M2

Z) from each dataset
within the context of the global PDF fit, and in turn to determine the overall uncertainty
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• Trends all rather similar between NNLO and aN3LO (i.e. convergence).
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MSHT20 dataset –S dependence - Fixed Target
Perform fits for range 0.112 < –S(M2

Z
) < 0.122 in steps of 0.001,

and examine individual dataset –S dependence via fit quality.

Fixed target (e.g. BCDMS, NMC, SLAC) high x experiments are
dominated by non-singlet ∆ cleaner means of evaluating –S .
HERA has more limited –S sensitivity (not shown) as it is lower x
∆ singlet-–S correlation.
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deuterium corrections?
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and between orders.
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2. MSHT –S Depedence

MSHT20 Inclusive Jet or Dijet data?
Dijets may have some advantages here - 3D measurement now
possible, non-unitary nature of inclusive jets, etc
We have also investigated dijets instead:

I Obtain better fit quality at NNLO and aN3LO than inclusive jets.
I Moreover, dijet fit quality improves further slightly at aN3LO.

. Npts

‰2/Npts . Npts

‰2/Npts

Inclusive Jets NNLO aN3LO Dijets NNLO aN3LO
Total 472 1.39 1.43 Total 266 1.12 1.04

Total (+ATLAS
8 TeV jets) 643 1.67 1.61 Total 266 1.12 1.04

Limited e�ect on PDFs at aN3LO - gluon consistent between
dijets/inclusive jets. Dijets slightly more constraining on gluon.
Results here leading colour, full colour e�ects limited on PDFs.
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T.C., L.A. Harland-Lang,
R.S. Thorne 2312.12505.

Jets vs. Dijets?
• Studied in detail in recent paper. Worth briefly mentioning here. Bottom line:
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★Potentially general reasons to prefer dijet data: non-unitary nature of inclusive jets, and potential for 3D 
distributions in dijets (more constraining!).

★Supported by our study: fit quality better in dijet case at both NNLO and aN3LO

0.9

1

1.1

0.01 0.1

g, PDF ratio at Q2 = 104GeV2

x

No Jets/Dijets (aN
3
LO)

Jets (aN
3
LO)

Dijets (aN
3
LO)

Jets (aN
3
LO, KNNLO)

Dijets (aN
3
LO, KNNLO)

0

0.05

0.1

0.15

0.01 0.1

g, PDF errors at Q2 = 104GeV2

x

No Jets/Dijets (aN
3
LO)

Jets (aN
3
LO)

Dijets (aN
3
LO)

Figure 5: The gluon PDF resulting from the jet and dijet fits, with respect to the no jets/dijets case. The left (right)

plot corresponds to the NNLO (aN
3
LO) case. The top plots show the PDF ratio, including the 68% C.L. PDF errors,

while the bottom plots show the symmetrised errors. Also shown in both top plots are jet and dijet cases at aN
3
LO,

but with NNLO K-factors.

dijet rather than inclusive jet data in the fit, when both options are available. However when
and if the full correlations between the two data sets become available, this conclusion will need
to be reassessed.

2.3 Impact on PDFs

We next consider the impact of the fits described in the previous section on the PDFs. We begin
in Fig. 5 with the gluon PDF, as we expect jet and dijet data to have the largest impact in this
case, in particular at high x. We can see from the top left plot that at NNLO, while they are
consistent within errors, the jet and dijet data have somewhat di↵erent pulls on the gluon, with
the dijet data preferring a somewhat larger gluon. This is consistent with the reasonable degree
of tension observed in the two fits in Table 1, as well as with the fact that the dijet fit give a
rather better description of the ATLAS Z pT data [24], which is found to prefer a larger high x
gluon in the MSHT20 fit [1,9, 10]. At aN3LO, on the other hand, the pull on the gluon is more
consistent, which is again as expected from the smaller degree of tension observed between the
two fits in Table 1.

To investigate this further, we also show in Fig. 5 (right) the impact on the gluon at aN3LO,
but with NNLO K-factors. In this case the jet and dijet results show larger deviations at high x.
Indeed, in the left plot we also include the same Knnlo curves for comparison, and the di↵erence
between the jet and dijet case with NNLO K-factors is more similar to that at NNLO. For
the jet fit, the majority of the change in going to aN3LO can be seen to come from the other
aN3LO information in the fit, as in the right figure we can see that the full aN3LO and Knnlo

results are very similar. For the dijet fit, the trend is di↵erent, and the inclusion of aN3LO
K-factors does have some impact on the gluon. Overall, while we can see in the left figure that

13

★Some difference in pull on gluon at NNLO, 
better consistency at aN3LO.

Figure 6: The impact of excluding EW corrections and taking µ = HT on the gluon PDF resulting from the jet

NNLO fits, with respect to the default (µ = p
j
?, with EW corrections) fit. The 68% C.L. PDF errors are shown for the

baseline fit only.
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Figure 7: The impact of including full colour (FC) corrections at NNLO for the CMS 8 TeV dijet data [17] in the

dijet fits at NNLO and aN
3
LO in QCD, with respect to the default fit to both data sets. The 68% C.L. PDF errors are

shown for the baseline and LC fits only.

the aN3LO (with NNLO K-factor) curves are somewhat closer than the pure NNLO case, the
impact of including aN3LO K-factors is more significant, bringing the jet and dijet gluons into
closer agreement. Thus, to a large extent the reduction in the (mild) tension between the jet
and dijet fits with respect to the high x gluon at aN3LO is due to the freedom allowed by the
parameterised K–factors at this order, and results in a gluon in the dijet fit that lies closer to
the jet case.

In terms of the PDF uncertainties, shown in the lower plots after symmetrising, a clear
but moderate reduction with respect to the no jets/dijets fit is observed. This reduction is
comparable between the jet and dijet fits, but overall the dijet fits give a larger reduction, at
both orders. While this relative improvement is quite small, it is worth noting that in terms of
the bare number of data points, the dijet data are over a factor of 2 less. Indeed, most of the
constraint comes from the CMS 8 TeV dijet data, which has a factor of ⇠ 5 less data points.
Although such a measure only provides a rough guide, it is clearly notable that even given this
the reduction of the gluon PDF uncertainty is slightly greater for the dijet fit; for a larger data
set we may expect further improvements.

In Fig. 6 we show the impact of excluding NLO EW corrections and separately of using
µ = HT rather than µ = pj? for the renormalisation/factorisation scale in the inclusive jet case,
corresponding to a subset of the fits in Tables 3, 4,5. We can see that the e↵ects are small and
always within the PDF uncertainties, but not entirely negligible, such that the central values
can approach close to the edge of the PDF uncertainty band of the baseline fit in some regions.
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★ Impact of full colour mild…
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★NNLO: pull very different 
between jets and dijets.

★ aN3LO: this stabilises!

Figure 8: Posterior variations of the qg and gg splitting functions at the best fit value of ↵S(M
2
Z) = 0.117, as well

as for ↵S(M
2
Z) = 0.116, 0.118 indicated by the dashed red curves. In the most visible part of the plots, i.e. below

x ⇡ 10�2 the lower (upper) curves correspond to the values of 0.116 (0.118). Also shown are the prior and lower
order results, for comparison.

Figure 9: The �2 profile for the LHC jet (left) or dijet (right) data only as ↵S(M
2
Z) is scanned from 0.112 to 0.122,

comparing the PDF fits at NNLO, aN3LO and aN3LO with the K-factors fixed at the values corresponding to the
global best fit for ↵S(M

2
Z).

Figure 10: The �2 profile for the NNLO (left) and aN3LO (right) PDF fits as ↵S(M
2
Z) is scanned from 0.112 to

0.122, comparing the global total �2 profiles for the LHC inclusive jets fit with that including instead the dijets data.
The aN3LO plot also shows the effect of fixing the fitted aN3LO k-factors to the values corresponding to the global
best fit for ↵S(M

2
Z).
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★Translates into difference in 
global profiles:

Figure 8: Posterior variations of the qg and gg splitting functions at the best fit value of ↵S(M
2
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Figure 9: The �2 profile for the LHC jet (left) or dijet (right) data only as ↵S(M
2
Z) is scanned from 0.112 to 0.122,

comparing the PDF fits at NNLO, aN3LO and aN3LO with the K-factors fixed at the values corresponding to the
global best fit for ↵S(M
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Z).

Figure 10: The �2 profile for the NNLO (left) and aN3LO (right) PDF fits as ↵S(M
2
Z) is scanned from 0.112 to

0.122, comparing the global total �2 profiles for the LHC inclusive jets fit with that including instead the dijets data.
The aN3LO plot also shows the effect of fixing the fitted aN3LO k-factors to the values corresponding to the global
best fit for ↵S(M

2
Z).
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★Much better consistency at aN3LO, though at NNLO consistent within (dynamic tolerance) uncertainties:

In Fig. 9 we show the local ��
2 for the total LHC jet and dijet dataset in their respective

fits, while in Fig. 10 we show the corresponding global ��
2 profiles. At NNLO, we can see

that jet data show a distinct preference for rather lower value of ↵S(M2

Z), with a minimum at
⇠ 0.113 � 0.114. In the dijet case, on the other hand, there is a preference for a higher value,
with a minimum around ⇠ 0.120.

At aN3LO, the situation is rather similar in the jet case; this picture (and that at NNLO)
is broadly consistent with the individual breakdown shown in Fig. 4 in Section 2.2, where all
datasets other than the CMS 8 TeV jets favour such a low value. However, it is distinctly
di↵erent for the dijet fit, for which the minimum now lies around ⇠ 0.113, i.e. significantly
lower than at NNLO. One potential cause for this di↵erence in behaviour is that at aN3LO the
hadronic K–factors at this order are allowed to vary in the fit, guided by predetermined priors
centred at zero, see [34] for further details. As the ↵S dependence in the local fit qualities of
Fig. 9 is to some extent induced by the explicit ↵S dependence of the corresponding hadronic
K–factors, there will be some correlation with the variation in the aN3LO K–factors. This e↵ect
has been noted in previous sections for di↵erent datasets, in the context of the comparison
between NNLO and the aN3LO fits, and here we present a somewhat more detailed comparison.

Upon inspection we find that the aNLO K–factor parameter, which contains the dominant
↵S dependence, is directly anti–correlated with the value of the strong coupling for both the jet
and dijet fits. This freedom in the aN3LO K–factors may therefore lead to a modification of
the preferred value of ↵S . To investigate this, we also show the aN3LO profiles, but now with
the aN3LO K–factors fixed, for concreteness at the global best fit values of ↵S(M2

Z). We can
see that indeed the preferred value of ↵S(M2

Z) is now higher than with the K–factors free, but
lower than at NNLO, with a minimum at around ⇠ 0.117. In the jet case, on the other hand,
the result is roughly unchanged.

Therefore, the freedom in the aN3LO K–factors does indeed induce some change in the
preferred value of the strong coupling in the dijet fit, but there remains a further change due to
the overall e↵ect of working at this order. We note that while the values of the minima for the
three cases in Fig. 9 (right) are significantly di↵erent, the corresponding �

2 profiles are rather
shallow. Indeed, evaluating the corresponding confidence limits according to the hypothesis
testing criteria applied in the MSHT dynamic tolerance procedure, for the aN3LO dijet fit, the
local �2 minimum is at ⇠ 0.113, but with the 68% C.L. region covering ⇠ 0.108 � 0.118. For
the NNLO dijet fit, the local �2 minimum of the dijet data is at ⇠ 0.120, but with the 68% C.L.
region for this data covering ⇠ 0.116 � 0.124. For the aN3LO dijet fit, with the dijet aN3LO
K–factors fit to the ↵S(M2

Z) = 0.118 best fit values, the local �2 minimum for the dijet data is
at ⇠ 0.117, but with the 68% C.L. region for this data covering ⇠ 0.114� 0.120. Therefore, the
preferred values of the strong coupling are broadly consistent within their uncertainties. We can
see in particular that the freedom in the aN3LO K–factors, and their correlation with the value
of ↵S(M2

Z), leads to a shallower �
2 profile as ↵S(M2

Z) is changed and therefore to an increase
in the size of the uncertainty, with respect to the aN3LO case with the dijet K–factor fixed, but
also compared to the NNLO case.

In Fig. 10 we show the corresponding global �2 profiles. We note that the corresponding
inclusive jet profiles are identical, by construction, to those shown in Fig. 1. We can see that at
NNLO, the preferred value of the strong coupling is rather lower in the jet case in comparison to
the dijet. This is consistent with the local fit qualities discussed above, as well as qualitatively
with the CMS analyses of jet [61, 98] and dijet [97] data, although as these are performed at
NLO it is di�cult to draw firm comparisons. At aN3LO, on the other hand, we can see that the
preferred value of the strong coupling is now remarkably similar between the jet and dijet fits.

To be precise, the dijet best fit and uncertainties are given, after suitable symmetrising, by:

↵S(M
2

Z)(Dijet, NNLO) = 0.1181± 0.0012
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↵S(M
2

Z)(Dijet, aN3LO) = 0.1170± 0.0013

where the uncertainty is calculated using the usual dynamic tolerance procedure described in
Section 2.3. At NNLO, the lower bound is again set by the ATLAS 8 TeV Z data [90] and the
upper bound by the BCDMS F2 proton data [44]. At aN3LO , the lowest bound is set by the
SLAC F2 deuteron data [46, 47] and the upper by the BCDMS F2 proton data [44]. Therefore,
at both orders exactly the same datasets end up placing the most limiting bound as in the jet
fit. Indeed, the only dijet dataset to place any relevant constraint is as expected the CMS 8 TeV
dijets [97], which places a lower bound of �0.0023 at NNLO and an upper bound of +0.0017
at aN3LO . The fact that a lower bound is placed at NNLO and an upper bound at aN3LO is
consistent with the di↵erence in trends in the local �2 profiles shown in Fig. 10.

At NNLO, the extracted value of ↵S(M2

Z) is therefore ⇠ 0.001 lower in the jet fit, but
these are fully consistent with each other within their quoted uncertainties, after applying the
appropriate dynamic tolerance procedure. Nonetheless, it is clear that the choice of jet dataset
does have a non–negligible impact on the strong coupling extraction at this order. In both
cases though it remains consistent with the world average value ↵S(M2

Z) = 0.1180± 0.0009 [41].
In fact, this again emphasises the importance of applying a tolerance in such cases, as with a
��

2 = 1 criterion the uncertainties of the ↵S(M2

Z) extractions reduce by a factor of ⇠ 3, i.e.
in such a way that the NNLO inclusive jet and dijet ↵S(M2

Z) determinations would no longer
overlap within their uncertainties.

We also note that the uncertainty bands on the strong coupling are moderately smaller in
the dijet fits, at both orders. As discussed in [37], there are various indications that the fit to
the dijet data is more stable than and hence may be preferable to the inclusive jet fit. These
reduced uncertainties can be taken as further evidence of this.

At aN3LO, on the other hand, we can see that the preferred value of the strong coupling is
now remarkably similar between the jet and dijet fits, and consistent with the value of ⇠ 0.1170
found in the MSHTaN3LO fit [34], as we would expect in the jet case, given the similarity in the
underlying datasets. Therefore, by going to this order the consistency between the two fits in
terms of the preferred value of the strong coupling is improved. This is provides further evidence
in support of the aN3LO fit, and its superiority with respect to the NNLO case.

We finally remark that the global �
2 profiles are observed to be somewhat shallower in

the aN3LO case in comparison to NNLO. This again indicates, as discussed above, that at
this order the final uncertainty on the strong coupling derived from the aN3LO may increase
mildly in comparison to NNLO; while the precision may be less, the accuracy is on the other
hand improved, due to the more accurate theory in the aN3LO fit. Moreover an additional
uncertainty is now included due to missing higher order theory information. In order to assess
the impact of this, one could fix the K-factors at their NNLO values and repeat the analysis.
However, given it is somewhat artificial to fix the K-factors at their NNLO values in this way,
we choose not to quote corresponding uncertainties calculated due to the dynamic tolerance
criteria here, but we have confirmed that the corresponding uncertainty is moderately smaller,
and more in line with the NNLO case, for the baseline jet fit.

4 PDF and Cross Section Results

In this section we first present the impacts of varying ↵S(M2

Z) on the PDFs themselves in Fig. 11.
In turn we utilise the PDF eigenvectors at our default fixed ↵S(M2

Z) = 0.118 in the usual Hessian
manner to determine a PDF uncertainty on various inclusive LHC cross-sections which may then
be combined in quadrature with the ↵S(M2

Z) uncertainty, determined as described below.
Beginning first with the impact of varying ↵S(M2

Z) on the PDFs, Fig. 11 shows the change of
the gluon (left) and total singlet (right) aN3LO PDFs as ↵S(M2

Z) is altered in steps of 0.001. At
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★ In toy model can show given two datasets in tension that PDF uncertainty      difference (unlike             ).
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T ⇠ 3� 4

MSHT, 2407.07944

• 	  

https://arxiv.org/abs/2407.07944


Figure 7: The overall and dataset by dataset best fit value and upper and lower bounds on ↵S(M
2
Z), for a selection

of the datasets in the global fit. The overall upper and lower bounds are given by the horizontal dashed lines, whilst
the coloured vertical solid lines show the individual dataset bounds. The upper plot is the NNLO fit and the lower is
the aN3LO fit.
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(Consistent with other 
fixed target DIS (p), 
and ~ known N3LO)
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• Putting together and suitably 
symmetrising, we quote:

Though reasons to 
suggest we could…

T. Cridge and M. Lim, arXiv:2306.14885

With thanks to T. Cridge 13
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Figure 5: Comparison of the determination of Us (</ ) from the /-boson transverse-momentum distribution (ATLAS
/ ?T 8 TeV) with other determinations at hadron colliders [17–23, 35], with the PDG category averages [3], with the
lattice QCD determination [10], and with the PDG world average [3].
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Comparison to other results
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T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!• Consistent with world average and 
recent ATLAS measurement.

• Uncertainty larger but similar order. 
~ larger than NNLO (in part 
MHOUs).

• Again, if we took                  would be 
factor of ~ 2 smaller, but v. good 
reasons to believe that is too 
aggressive.
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PDFs

Figure 11: The impact of varying ↵S(M
2
Z) in the aN3LO PDF fit on (left) the extracted gluon and (right) total singlet

PDFs. This demonstrates the correlations between the PDFs and ↵S(M
2
Z).

each new fixed value of ↵S(M2

Z) the PDFs are refit, as required [43]. As expected, for the gluon
PDF we observe a significant correlation with ↵S(M2

Z). Structure function data largely constrain
the gluon in the intermediate to low x region, as a result the fit maintains dF2/dQ

2
⇠ ↵Sg,

where g is the gluon PDF. This therefore anti-correlates the gluon and ↵S(M2

Z) for x . 0.1. The
momentum sum rule then indirectly results in a correlation between the gluon and ↵S(M2

Z) at
high x & 0.1. This is as observed at NNLO in [39]. The behaviour of the quarks is somewhat

di↵erent, as illustrated by the total singlet ⌃(x,Q2) =
PNf

i=1
(qi(x,Q2) + q̄i(x,Q2)). At large

x & 0.3 the singlet reduces with ↵S(M2

Z) due to the increased QCD splitting which depletes the
quarks at large x. As a result however the quarks are enlarged at lower x, such that ↵S(M2

Z)
and ⌃ are correlated below x ⇠ 0.2, the impact though is smaller than observed for the gluon.
The impacts of these changes of �↵S(M2

Z) = ±0.001 are within the uncertainty bands for both
the singlet (and quarks more generally - not shown) and the gluon. At lower scales, the PDF
changes with ↵S(M2

Z) are found to be larger [39].
The correlations between ↵S(M2

Z) and the PDF central values mean that ↵S(M2

Z) uncer-
tainties on cross-sections may be altered relative to the expected direct impact of ↵S(M2

Z) on
the cross-sections due to the indirect impact on the PDFs. In Fig. 12 we show results for PDF
and ↵S uncertainties for a selection of LHC (

p
s = 14 TeV) cross sections, namely Higgs boson

production via gluon fusion, and weak boson (W±, Z) production in the Drell Yan process.
These are calculated using the n3loxs code [99], and with the same settings as are used to cal-
culate the cross section results shown in [38]. For the ↵S uncertainty we take a range of ±0.001
around the best fit value. For other variations close to this a linear scaling of the change in the
prediction with ↵S may be taken to good approximation.

The overall trend at NNLO is very similar to the results shown in [39] for
p
s = 13 TeV.

For the ggH cross section, the direct sensitivity to the value of ↵S is somewhat compensated for
by the anti–correlation between this and the gluon PDF, while for W,Z production the direct
sensitivity to the value of ↵S is small, and the majority of the corresponding uncertainty comes
from the PDF change in the fit. The overall trends are observed to be rather similar between the
NNLO and aN3LO cases, with some small di↵erences observed. For example, in the ggH case
the PDF uncertainty is somewhat larger at aN3LO (as observed in [34]), and thus the relative
breakdown between the PDF and ↵S uncertainty is slightly di↵erent.
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★Clear correlation between PDFs and      , as expected. 
★Change generally within PDF uncertainties for                            though close to edge for gluon.
★Gluon anticorrelated with        for               to maintain                              . Correlation at high     

from sum rule.
★Less impact on quarks - reduced/increased at high/low     from splitting.
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Figure 12: Cross section uncertainties for gluon fusion Higgs, Z, and W± production at
p
s = 14 TeV at (left)

NNLO with the MSHT20nnlo PDFs and (right) N3LO with the MSHT20aN3LO PDFs. The blue dotted bars are the
PDF uncertainties, the green dashed represent the ↵S uncertainty, and the red solid bars are the combined PDF+↵S

uncertainty, added in quadrature.

5 Conclusions

In this article we have studied the optimal value and uncertainty of the strong coupling resulting
from the first extraction of approximate N3LO PDFs made by us in [34], as well as investigating
the sensitivity to using dijet rather than inclusive jet data at both NNLO and at aN3LO. Our
main result is that at aN3LO we find that (for the default global fit including the inclusive jets
data):

↵S(M
2

Z)(aN
3LO) = 0.1170± 0.0016.

This is in excellent agreement with the value obtained at NNLO, as well as the world average [41],
but with a slightly larger uncertainty. This might seem surprising, given that usually the uncer-
tainty on ↵S(M2

Z) decreases with increasing perturbative order. However, the aN3LO extraction
is the first which correctly incorporates a theoretical uncertainty - our NNLO and NLO extrac-
tions have implicitly only included the uncertainty directly resulting from the uncertainty on
the data in the PDF fit. Hence, the aN3LO uncertainty is more realistic.

We have already made the PDFs at aN3LO available for a range of ↵S(M2

Z) in [34]. The
PDFs, can be obtained in LHAPDF format [100] at:

http://lhapdf.hepforge.org/

as well as on the repository:

http://www.hep.ucl.ac.uk/msht/.

The PDFs are available from ↵S(M2

Z) = 0.114� 0.120 in steps of 0.001. We note that these
PDFs are not absolutely identical to those in this article due to a few minor corrections in
the analysis and the inclusion of the ATLAS 8 TeV inclusive jet data in this article, but any
di↵erences at each value of ↵S(M2

Z) are minor.
The results of using the dijet rather than inclusive jet data in the analysis lead to a very

good level of consistency. At NNLO the dijet analysis gives ↵S(M2

Z) = 0.1181 ± 0.0012, which
di↵ers from the result using inclusive jets by less than a standard deviation. At aN3LO we
obtain ↵S(M2

Z) = 0.1170±0.0013, which is in almost perfect agreement with the value obtained
using our default choice of inclusive jets. Hence, at NNLO and particularly at aN3LO we can
be confident that our extraction of the best fit value of ↵S(M2

Z) is reliable, and not significantly
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★ Impact on cross sections includes       variation in matrix elements + PDFs - non-trivial interplay to get 
final result. Important to treat these together!
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★For LHC Higgs the anticorrelation between gluon and        compensates larger direct uncertainty.

★For DY direct        uncertainty small, and largest effect from change in PDF.
★Combined PDF +         broadly leads to at most moderate increase over PDF uncertainty alone.
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The impact of EIC (pseudo)-data in the 
MSHT fit
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Pseudodata Study
• Previous collaborative study: generate pseudodata (PD) with updated beam energies, configurations, 

lumis and uncertainty projections. 

Input Data (eA)

à 1.5-2.5% point-to-point uncorrelated
à 2.5% normalisation (uncorrelated between different √# )

Similar approach for eA … Per-nucleon integrated luminosities:
5 x 41GeV: 4.4 fb-1

10 x 110GeV: 79 fb-1

18 x 110GeV: 79 fb-1

Systematic Precision
- Dominant sources at HERA were 

- Electron energy scale (intermediate y)
- Photoproduction background (high y)
- Hadronic energy scale / noise (low y)

- EIC will improve in all areas (e.g. dedicated ATHENA particle ID detectors 
allow p/e contamination at 10-6 level at low momenta)

- ATHENA systematic precision compatible with assumptions in Yellow report:

6

• Including sensible projections for main uncertainty sources.

• NB: Semi-inclusive DIS not included!

N. Armesto et al., arXiv:2309.11269

propagator term in the cross section and the modest
integrated luminosity (∼0.5 fb−1 per experiment). The
large x region in global fits is therefore constrained to a
large extent by measurements from fixed target experi-
ments, e.g., BCDMS and NMC [41,42]. However, there are
uncertainties in the theoretical description of the fixed
target data due to their low hadronic final state invariant
masses,4 values where it becomes difficult to disentangle
perturbative corrections from powerlike effects. The EIC is
thus particularly promising in the high x region, where it is
expected to provide data that are both high precision and
theoretically clean.
eA pseudodata were produced analogously, considering

the nucleus to be Au, and per-nucleon integrated luminos-
ities of 4.4 fb−1, 79 fb−1 and 79 fb−1 for 5 × 41 GeV, 10 ×
110 GeV and 18 × 110 GeV, respectively. The locations in
the (x;Q2) kinematic plane of the EIC pseudodata used in
this analysis are shown in Fig. 2, together with shaded areas
representing the regions presently covered and considered
in existing global nPDF fits [13,14]. Note that we are
interested in the uncertainties while the central values are
irrelevant for this study. Therefore, the same PDF set
HERAPDF2.0NNLO [1] used for the proton is employed
for eA, corresponding to a central value of the nuclear

modification factor (defined as the ratio of each parton
density in a proton bound inside a nucleus to that in a free
proton) equal to 1.

III. EIC IMPACT ON PROTON PDFs

A. Comparison with HERA-only PDFs

The results presented in this section are obtained
from global QCD fits at NNLO, performed in the
HERAPDF2.0 framework [1] using xFitter, an open
source QCD fit platform [43]. Fits with identical con-
figurations are performed to HERA data only, corre-
sponding to HERAPDF2.0NNLO in [1], and also with the
additional inclusion of the simulated EIC pseudodata
described in Sec. II. To avoid regions that may be
strongly affected by higher twist or resummation
effects, a cut on the squared hadronic final state
invariant mass, W2¼Q2ð1−xÞ=x> 10GeV2 is included
for the EIC data. No such cut was required in the
HERAPDF2.0NNLO fit as the kinematic range of
the data included there is such that W2 ≳ 270 GeV2.
The central values of the PDFs with and without the EIC
pseudodata coincide by construction, so the uncertainties
can be compared directly.
The impact of the EIC pseudodata on the experimental

uncertainties in the HERAPDF2.0NNLO fits is illustrated
in Figs. 3 and 4. Relative uncertainties are shown for the
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FIG. 1. The locations in the (x;Q2) plane of the HERA (black
solid points) and EIC (open symbols) ep neutral current inclusive
DIS data points included in the analysis.
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FIG. 2. The locations in the (x;Q2) plane of the eAu EIC
neutral current inclusive DIS data points included in the analysis
(open symbols), compared to the region (hatched areas) covered
at present by DIS and Drell-Yan fixed target experiments on
nuclear targets, and by dijet, electro-weak boson and D-meson
production in pPb collisions at the LHC.

4The hadronic final state invariant mass W is related
to the other standard DIS kinematic variables through W2 ¼
Q2ð1 − xÞ=x.

IMPACT OF INCLUSIVE ELECTRON ION COLLIDER DATA ON … PHYS. REV. D 109, 054019 (2024)

054019-3

•  Two (low/high) acceptance cases considered.
•  Kinematic coverage (including MSHT cuts)

2. Impact on Collinear PDFs

EIC Kinematic Coverage:
Consider NC and CC DIS at EIC.

I Higher x coverage, still at
moderate Q2.

I Complements HERA data, which
are backbone of PDF fits still.

I EIC less sensitive to higher twists
than fixed target data in global fits.

I Study here - generate pseudodata
for e≠p data with updated beam
energies, configurations, lumis and
uncertainty projections.

I Kinematic coverage:
Q2 > 2 GeV2, 0.01 < y < 0.95,
W 2 > 15 GeV2.

I Only highest
Ô
s has CC DIS.
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PDF impact

• Largest impact on u at large    as

2. Impact on Collinear PDFs

PDF Impact in MSHT:
Does the same hold for global PDFs? Also fixed target and LHC data.

Add the pseudodata to global MSHT
PDFs at NNLO and assess impact:
Largest impact on u PDF at large x as
‡NC DIS

e≠p
Ã

q
i Q

2
i
fi(x).

∆ Uncertainty reduced by up to 50%.
Smaller impact on d PDF.
Impact of larger y acceptance negligible
as di�erent beam energy configurations
provide constraints.
Positron or deuteron data would increase
constraints on d PDF. As would tagged
DIS studies and PVDIS with polarised
electrons.
Thomas Cridge EIC for PDFs and –S 28th February 2025 5 / 16

Armesto, TC et al 2309.11269

(see e.g. CJ/JAM in 2103.05419 and S. Liu’s talk yesterday)

• Though some care needed in interpretation at the highest     values: PDF extrapolation, TMC effects relevant…
• Moderate impact on gluon across      from scaling violations.
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2. Impact on Collinear PDFs

PDF Impact in MSHT:
Does the same hold for global PDFs? Also fixed target and LHC data.

Add the pseudodata to global MSHT
PDFs at NNLO and assess impact:
Largest impact on u PDF at large x as
‡NC DIS

e≠p
Ã

q
i Q

2
i
fi(x).

∆ Uncertainty reduced by up to 50%.
Smaller impact on d PDF.
Impact of larger y acceptance negligible
as di�erent beam energy configurations
provide constraints.
Positron or deuteron data would increase
constraints on d PDF. As would tagged
DIS studies and PVDIS with polarised
electrons.
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(see e.g. CJ/JAM in 2103.05419 and S. Liu’s talk yesterday)
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2. Impact on Collinear PDFs

PDF Impact in MSHT:
Add pseudodata to global MSHT PDFs at NNLO and assess impact:
Inclusive DIS has smaller impact on sea
quark PDFs, where uncertainties are
larger.
Mild reduction in gluon uncertainty
across all x .
Comes from scaling violations,
dF2/dQ2 ≥ –Sg.
Similar EIC constraints seen in
HERAPDF but greater in magnitude
there as it’s not a global PDF fit.
Also investigated sensitivity to small-x
ln(1/x) resummation
- no di�erence in fit quality observed.

1.05

0.95
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• Always worth bearing in mind these tests assume consistency - in presence of tensions complementarity is key!



PDF Luminosities + Higgs

• Some knock on effect on luminosities.

2. Impact on Collinear PDFs

PDF Luminosity Impact in MSHT:
Knock-on impact on PDF luminosity uncertainties in HERA/MSHT:

Thomas Cridge EIC for PDFs and –S 28th February 2025 7 / 16

qq̄ qq gg qg

Armesto, TC et al 2309.11269

2. Impact on Collinear PDFs

Consequences for Phenomenology:
Why is this important?
High x PDF (quark or gluon)
uncertainties currently grow rapidly.
Limits sensitivity to BSM physics at
large invariant masses.
Reason is lack of data and tensions
observed between fixed target/LHC
data ∆ EIC can help resolve these!
Gluon uncertainty key for Higgs
production cross-section uncertainty.
Observe reduction in gg luminosity
PDF uncertainty from 1.2% to 0.8% ∆
impact on gg æ H cross-section.

Thomas Cridge EIC for PDFs and –S 28th February 2025 8 / 16

• Has some effect on e.g. ggH albeit with other uncertainty 
sources currently dominating!
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Determining the strong coupling
3. Strong Coupling

Determination of the Strong Coupling Constant:
–S(M2

Z
) sensitivity in global PDF fit come from:

I Direct –S(M2
Z
) dependence in coe�cient functions.

C(–S ) = –i

S
[C0 + –SC1 + –2

S
C2 + –3

S
C3 + ...]

I Indirect –S(M2
Z
) dependence through PDF evolution.

df

d log µ2
F

=
Ë
Pqq nf Pqg

Pgq Pgg

ÈË
�
g

È

DIS has limited sensitivity indirectly
via scaling violations.
HERA at low/intermediate x driven by
gluon splitting, hard to disentangle –S .
EIC at higher x driven by non-singlet
splitting, so –S less correlated to g.
Improved precision + more datapoints
on structure function evolution.
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★ So what do we find?
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LHL et al., in prep.



NNLO Fit

Best fit ↵S(M2
Z) including EIC pseudo data (with P Newman, K

Wichmann).

First check consistency with previous results (Eur. Phys. J.C 83 (2023)
11, 1011) using NNLO pseudo data with ↵S(M2

Z) = 0.118.

DIS 2025 – Mar. 2025 4

• Looking at local profile - prefers                                by construction. Shape + constraining power is in 
fact very similar to previous HERA + EIC study.

• But of course now it is the global impact that is relevant…
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Figure 1: ��2 profiles vs. ↵S for MSHT global PDF fit including EIC pseudodata. The global (local, excluding
CC data) profiles are shown in the left (right) plots. Results shown for NNLO fit with pseudodata generated with
MSHT20 NNLO set at NNLO.

Figure 2: As in Fig. 1 but with pseudodata generated with MSHT20 aN3LO set at aN3LO.

1 Comparison

The results of the NNLO fits are shown in Figs. 1 and 2. When the pseudodata (pd) are
generated consistently at NNLO we can see that locally the EIC pd prefer ↵S(M2

Z) ⇠ 0.118 as
we would expect, given this is used to generate the input. However, if the pd are generated at
aN3LO (but still at ↵S(M2

Z) = 0.118), while maintaining a NNLO fit, we can see that the pd
now locally prefer a higher value of ↵S(M2

Z) ⇠ 0.120. Globally, this pulls the preferred value of
↵S(M2

Z) up from ⇠ 0.117 to ⇠ 0.118.
The result of the aN3LO fit is shown in Fig. 3 and we can see that it is rather similar to

the NNLO (NNLO pd) case. We in addition show in Fig. 4 the corresponding profile with the
EIC pd excluded, and we can see that in comparison the globally preferred value of ↵S(M2

Z) has
increased somewhat. In Figs. 5 and 6 we show results without (with) TMCs excluded (included)
in the generation of the pd, but not in the fit. We can see that the pd is indeed sensitive to
TMCs, such that the local profiles prefer a higher value of ↵S(M2

Z) ⇠ 0.120, albeit being rather
flat in this region such that this remains consistent with the no TMC case. The global preference
is increased by ⇠ 0.001

In Figs. 7 and 8 we show the result of fits with the higher acceptance assumption made for
the EIC pd. In the left (right) plots we show the case where TMC are excluded (included) in
the generation of the pd, but not in the fit. We can see a similar sensitivity to TMCs as in the
lower acceptance case. On the other hand, if we take a more conservative assumption about

3

• What about global impact? Additional constraint clearly visible.

• Note precise impact depends on preferred previous value (~ 0.117) and that used in pseudodata 
generation (0.118).
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Figure 1: ��2 profiles vs. ↵S for MSHT global PDF fit including EIC pseudodata. The global (local, excluding
CC data) profiles are shown in the left (right) plots. Results shown for NNLO fit with pseudodata generated with
MSHT20 NNLO set at NNLO.
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Figure 2: As in Fig. 1 but with pseudodata generated with MSHT20 aN3LO set at aN3LO.

1 Comparison

The results of the NNLO fits are shown in Figs. 1 and 2. When the pseudodata (pd) are
generated consistently at NNLO we can see that locally the EIC pd prefer ↵S(M2

Z) ⇠ 0.118 as
we would expect, given this is used to generate the input. However, if the pd are generated at
aN3LO (but still at ↵S(M2

Z) = 0.118), while maintaining a NNLO fit, we can see that the pd
now locally prefer a higher value of ↵S(M2

Z) ⇠ 0.120. Globally, this pulls the preferred value of
↵S(M2

Z) up from ⇠ 0.117 to ⇠ 0.118.
The result of the aN3LO fit is shown in Fig. 3 and we can see that it is rather similar to

the NNLO (NNLO pd) case. We in addition show in Fig. 4 the corresponding profile with the
EIC pd excluded, and we can see that in comparison the globally preferred value of ↵S(M2

Z) has
increased somewhat. In Figs. 5 and 6 we show results without (with) TMCs excluded (included)
in the generation of the pd, but not in the fit. We can see that the pd is indeed sensitive to
TMCs, such that the local profiles prefer a higher value of ↵S(M2

Z) ⇠ 0.120, albeit being rather
flat in this region such that this remains consistent with the no TMC case. The global preference
is increased by ⇠ 0.001

In Figs. 7 and 8 we show the result of fits with the higher acceptance assumption made for
the EIC pd. In the left (right) plots we show the case where TMC are excluded (included) in
the generation of the pd, but not in the fit. We can see a similar sensitivity to TMCs as in the
lower acceptance case. On the other hand, if we take a more conservative assumption about

3

• However, care needed here! Impact of this high precision EIC pseudodata in principle significant, but 
need to have accuracy in mind as well.

• For example, impact of finite QCD (NNLO) order - to assess generate PD at aN3LO (with 
MSHTaN3LO set) but include in NNLO fit. Provides estimate of missing higher orders.

★Locally:
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Figure 1: ��2 profiles vs. ↵S for MSHT global PDF fit including EIC pseudodata. The global (local, excluding
CC data) profiles are shown in the left (right) plots. Results shown for NNLO fit with pseudodata generated with
MSHT20 NNLO set at NNLO.

Figure 2: As in Fig. 1 but with pseudodata generated with MSHT20 aN3LO set at aN3LO.

1 Comparison

The results of the NNLO fits are shown in Figs. 1 and 2. When the pseudodata (pd) are
generated consistently at NNLO we can see that locally the EIC pd prefer ↵S(M2

Z) ⇠ 0.118 as
we would expect, given this is used to generate the input. However, if the pd are generated at
aN3LO (but still at ↵S(M2

Z) = 0.118), while maintaining a NNLO fit, we can see that the pd
now locally prefer a higher value of ↵S(M2

Z) ⇠ 0.120. Globally, this pulls the preferred value of
↵S(M2

Z) up from ⇠ 0.117 to ⇠ 0.118.
The result of the aN3LO fit is shown in Fig. 3 and we can see that it is rather similar to

the NNLO (NNLO pd) case. We in addition show in Fig. 4 the corresponding profile with the
EIC pd excluded, and we can see that in comparison the globally preferred value of ↵S(M2

Z) has
increased somewhat. In Figs. 5 and 6 we show results without (with) TMCs excluded (included)
in the generation of the pd, but not in the fit. We can see that the pd is indeed sensitive to
TMCs, such that the local profiles prefer a higher value of ↵S(M2

Z) ⇠ 0.120, albeit being rather
flat in this region such that this remains consistent with the no TMC case. The global preference
is increased by ⇠ 0.001

In Figs. 7 and 8 we show the result of fits with the higher acceptance assumption made for
the EIC pd. In the left (right) plots we show the case where TMC are excluded (included) in
the generation of the pd, but not in the fit. We can see a similar sensitivity to TMCs as in the
lower acceptance case. On the other hand, if we take a more conservative assumption about

3

• Even though PD generated with                                 the mismatch leads to a local preference for ~ 0.120 
(though quite flat). Similar effect to global preference in NLO fit.

• Note this MHO shift in global fit not the same thing as scale variation uncertainty in EIC PD alone.
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★Globally:

Figure 1: ��2 profiles vs. ↵S for MSHT global PDF fit including EIC pseudodata. The global (local, excluding
CC data) profiles are shown in the left (right) plots. Results shown for NNLO fit with pseudodata generated with
MSHT20 NNLO set at NNLO.
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Figure 2: As in Fig. 1 but with pseudodata generated with MSHT20 aN3LO set at aN3LO.

1 Comparison

The results of the NNLO fits are shown in Figs. 1 and 2. When the pseudodata (pd) are
generated consistently at NNLO we can see that locally the EIC pd prefer ↵S(M2

Z) ⇠ 0.118 as
we would expect, given this is used to generate the input. However, if the pd are generated at
aN3LO (but still at ↵S(M2

Z) = 0.118), while maintaining a NNLO fit, we can see that the pd
now locally prefer a higher value of ↵S(M2

Z) ⇠ 0.120. Globally, this pulls the preferred value of
↵S(M2

Z) up from ⇠ 0.117 to ⇠ 0.118.
The result of the aN3LO fit is shown in Fig. 3 and we can see that it is rather similar to

the NNLO (NNLO pd) case. We in addition show in Fig. 4 the corresponding profile with the
EIC pd excluded, and we can see that in comparison the globally preferred value of ↵S(M2

Z) has
increased somewhat. In Figs. 5 and 6 we show results without (with) TMCs excluded (included)
in the generation of the pd, but not in the fit. We can see that the pd is indeed sensitive to
TMCs, such that the local profiles prefer a higher value of ↵S(M2

Z) ⇠ 0.120, albeit being rather
flat in this region such that this remains consistent with the no TMC case. The global preference
is increased by ⇠ 0.001

In Figs. 7 and 8 we show the result of fits with the higher acceptance assumption made for
the EIC pd. In the left (right) plots we show the case where TMC are excluded (included) in
the generation of the pd, but not in the fit. We can see a similar sensitivity to TMCs as in the
lower acceptance case. On the other hand, if we take a more conservative assumption about
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Figure 1: ��2 profiles vs. ↵S for MSHT global PDF fit including EIC pseudodata. The global (local, excluding
CC data) profiles are shown in the left (right) plots. Results shown for NNLO fit with pseudodata generated with
MSHT20 NNLO set at NNLO.

Figure 2: As in Fig. 1 but with pseudodata generated with MSHT20 aN3LO set at aN3LO.

1 Comparison

The results of the NNLO fits are shown in Figs. 1 and 2. When the pseudodata (pd) are
generated consistently at NNLO we can see that locally the EIC pd prefer ↵S(M2

Z) ⇠ 0.118 as
we would expect, given this is used to generate the input. However, if the pd are generated at
aN3LO (but still at ↵S(M2

Z) = 0.118), while maintaining a NNLO fit, we can see that the pd
now locally prefer a higher value of ↵S(M2

Z) ⇠ 0.120. Globally, this pulls the preferred value of
↵S(M2

Z) up from ⇠ 0.117 to ⇠ 0.118.
The result of the aN3LO fit is shown in Fig. 3 and we can see that it is rather similar to

the NNLO (NNLO pd) case. We in addition show in Fig. 4 the corresponding profile with the
EIC pd excluded, and we can see that in comparison the globally preferred value of ↵S(M2

Z) has
increased somewhat. In Figs. 5 and 6 we show results without (with) TMCs excluded (included)
in the generation of the pd, but not in the fit. We can see that the pd is indeed sensitive to
TMCs, such that the local profiles prefer a higher value of ↵S(M2

Z) ⇠ 0.120, albeit being rather
flat in this region such that this remains consistent with the no TMC case. The global preference
is increased by ⇠ 0.001

In Figs. 7 and 8 we show the result of fits with the higher acceptance assumption made for
the EIC pd. In the left (right) plots we show the case where TMC are excluded (included) in
the generation of the pd, but not in the fit. We can see a similar sensitivity to TMCs as in the
lower acceptance case. On the other hand, if we take a more conservative assumption about

3

• Effect persists in global profile.
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element in uncertainty budget at NNLO. Points to desirability of aN3LO?
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Figure 3: As in Fig. 1 but now with the fit performed at aN3LO and with the pseudodata generated with MSHT20
aN3LO set at aN3LO.
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Figure 4: ��2 profiles vs. ↵S for MSHT global PDF fit excluding EIC pseudodata, at aN3LO.

no EIC w. EIC w EIC (TMC) w EIC (high acc.) w EIC (high acc., TMC)

EIC 619.9 (1.19) 531.6 (1.02) 539.6 (1.04) 632.8 (0.97) 652.7 (1.00)

Fixed Target 2133.4 (1.08) 2161.1 (1.09) 2163.0 (1.09) 2189.5 (1.10) 2163.6 (1.09)

HERA 1594.1 (1.26) 1573.1 (1.25) 1576.4 (1.25) 1568.4 (1.24) 1575.1 (1.25)

Hadron Collider 2375.9 (1.33) 2381.7 (1.33) 2379.8 (1.33) 2383.4 (1.33) 2379.2 (1.33)

Global (no EIC) 6103.4 (1.21) 6115.8 (1.21) 6119.2 (1.22) 6141.2 (1.22) 6118.0 (1.21)

Global 6723.3 (1.21) 6647.4 (1.20) 6659.9 (1.20) 6774.9 (1.19) 6770.7 (1.19)

Table 1: �2 values for MSHT fits, including and excluding EIC pseudodata in different forms, as indicated. The
global fit quality as well as that for various subsets is shown. For the fit excluding EIC pd, the predicted �2 values
are shown (not in bold) for the EIC pd.
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Figure 3: As in Fig. 1 but now with the fit performed at aN3LO and with the pseudodata generated with MSHT20
aN3LO set at aN3LO.

Figure 4: ��2 profiles vs. ↵S for MSHT global PDF fit excluding EIC pseudodata, at aN3LO.

no EIC w. EIC w EIC (TMC) w EIC (high acc.) w EIC (high acc., TMC)

EIC 619.9 (1.19) 531.6 (1.02) 539.6 (1.04) 632.8 (0.97) 652.7 (1.00)

Fixed Target 2133.4 (1.08) 2161.1 (1.09) 2163.0 (1.09) 2189.5 (1.10) 2163.6 (1.09)

HERA 1594.1 (1.26) 1573.1 (1.25) 1576.4 (1.25) 1568.4 (1.24) 1575.1 (1.25)

Hadron Collider 2375.9 (1.33) 2381.7 (1.33) 2379.8 (1.33) 2383.4 (1.33) 2379.2 (1.33)

Global (no EIC) 6103.4 (1.21) 6115.8 (1.21) 6119.2 (1.22) 6141.2 (1.22) 6118.0 (1.21)

Global 6723.3 (1.21) 6647.4 (1.20) 6659.9 (1.20) 6774.9 (1.19) 6770.7 (1.19)

Table 1: �2 values for MSHT fits, including and excluding EIC pseudodata in different forms, as indicated. The
global fit quality as well as that for various subsets is shown. For the fit excluding EIC pd, the predicted �2 values
are shown (not in bold) for the EIC pd.

4

• Repeat NNLO exercise, but now at aN3LO. 

• Global and local impact very similar to NNLO, and as expected.
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aN3LO Fit

• Repeat NNLO exercise, but now at aN3LO. 

• Global and local impact very similar to NNLO, 
and as expected.
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• Best fit global value at ~ 0.1175. 

• Limit set by dynamic tolerance criterium. EIC lower limit is competitive ~ - 0.0015. Same level as other 
bound, from older fixed target datasets (SLAC, NMC). Persists if PD generated at 0.117.

• Note explicit missing higher order uncertainties not included here - will be less than at NNLO. Full 
account of these ongoing work.What other sources of uncertainty to account for?
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Figure 3: As in Fig. 1 but now with the fit performed at aN3LO and with the pseudodata generated with MSHT20
aN3LO set at aN3LO.

Figure 4: ��2 profiles vs. ↵S for MSHT global PDF fit excluding EIC pseudodata, at aN3LO.

no EIC w. EIC w EIC (TMC) w EIC (high acc.) w EIC (high acc., TMC)

EIC 619.9 (1.19) 531.6 (1.02) 539.6 (1.04) 632.8 (0.97) 652.7 (1.00)

Fixed Target 2133.4 (1.08) 2161.1 (1.09) 2163.0 (1.09) 2189.5 (1.10) 2163.6 (1.09)

HERA 1594.1 (1.26) 1573.1 (1.25) 1576.4 (1.25) 1568.4 (1.24) 1575.1 (1.25)

Hadron Collider 2375.9 (1.33) 2381.7 (1.33) 2379.8 (1.33) 2383.4 (1.33) 2379.2 (1.33)

Global (no EIC) 6103.4 (1.21) 6115.8 (1.21) 6119.2 (1.22) 6141.2 (1.22) 6118.0 (1.21)

Global 6723.3 (1.21) 6647.4 (1.20) 6659.9 (1.20) 6774.9 (1.19) 6770.7 (1.19)

Table 1: �2 values for MSHT fits, including and excluding EIC pseudodata in different forms, as indicated. The
global fit quality as well as that for various subsets is shown. For the fit excluding EIC pd, the predicted �2 values
are shown (not in bold) for the EIC pd.
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Figure 7: As in Fig. 5, but with EIC pseudodata generated with the higher acceptance assumption.
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Figure 8: As in Fig. 7 but for the local EIC (excluding CC) profiles.

Figure 9: As in Fig. 7 but with a fraction 10% uncertainty applied for all EIC NC x points above 0.8, in place of the
nominal values.

6

Target Mass Corrections

• Generate PD with TMCs but fit without them. I. Schienbein et al., 0709.1775

<latexit sha1_base64="53eZgHi1DKBpoSX1S9nY69rvsWA=">AAAB7XicdVDLSgMxFM34rPVVdekmWARXw8y0TiuIFNy4rGAf0A4lk2ba2EwyJBmxlP6DGxeKuPV/3Pk3ZtoKKnogcHLOvdx7T5gwqrTjfFhLyyura+u5jfzm1vbObmFvv6lEKjFpYMGEbIdIEUY5aWiqGWknkqA4ZKQVji4zv3VHpKKC3+hxQoIYDTiNKEbaSM37C+jY1V6h6NhnVd879czXcSpeyc+IVyl7JegaJUMRLFDvFd67fYHTmHCNGVKq4zqJDiZIaooZmea7qSIJwiM0IB1DOYqJCiazbafw2Ch9GAlpHtdwpn7vmKBYqXEcmsoY6aH67WXiX14n1VE1mFCepJpwPB8UpQxqAbPTYZ9KgjUbG4KwpGZXiIdIIqxNQHkTwtel8H/S9GzXt/3rcrF2vogjBw7BETgBLqiAGrgCddAAGNyCB/AEni1hPVov1uu8dMla9ByAH7DePgF5qY5r</latexit>

x > 0.8

Full account of TMCs clearly in general necessary, though taking arguably more realistic error, or simply 
removing highest                points moves towards nominal result…
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Target Mass Corrections

• Generate PD with TMCs but fit without them.
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x > 0.8

Full account of TMCs clearly in general necessary, though taking arguably more realistic error, or simply 
removing highest                points moves towards nominal result.
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Other Tensions?
• Without explicit assumption about source of these, try emulating them by generating PD still at aN3LO 

but with the NNPDF4.0aN3LO set. 

• Underlying MSHT20 fit (w/o EIC) ~ MSHT20aN3LO set, so any differences between these two will 
lead to tensions.

Largest difference
between the NNPDF4.0
and the MSHT20
aN3LO pseudodata
is in the highest
x ⇠ 0.8 point.

Clearly visible in
comparison of charge
weighted quarks.
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★And these are 
present!
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Figure 10: As in Fig. 9 but for the local EIC (excluding CC) profiles.

w. EIC w EIC (NNPDF pd) w EIC (NNPDF pd, no x > 0.8)

EIC 531.6 (1.02) 586.8 (1.13) 577.5 (1.20)

Fixed Target 2161.1 (1.09) 2243.9 (1.13) 2176.7 (1.10)

HERA 1573.1 (1.25) 1577.4 (1.25) 1591.5 (1.26)

Hadron Collider 2381.7 (1.33) 2429.6 (1.36) 2383.1 (1.33)

Global (no EIC) 6115.8 (1.21) 6251.0 (1.24) 6151.3 (1.22)

Global 6647.4 (1.20) 6837.8 (1.23) 6728.8 (1.22)

Table 2: �2 values for MSHT fits, including and excluding EIC pseudodata in different forms, as indicated. The
global fit quality as well as that for various subsets is shown.

conservative uncertainty on, the highest x > 0.8 points leads to a somewhat less flat local profile
but does not remove the preference for a lower value.

The impact on the fit quality is shown in Table 2, again at ↵S(M2
Z) = 0.118 for concreteness

in all cases. The e↵ect of generating the EIC pd with the NNPDF4.0 set is to increase the fit
quality to the EIC pd by about ⇠ 2�, i.e. certainly acceptable by the standards of a global
fit. In addition, a clear tension is induced with the other fixed target data, which deteriorate
by about ⇠ 1�, with the dominant e↵ect being on the BCDMS p data. The hadron collider
data also deteriorates somewhat, with this being dominantly spread between some LHC DY
and jet datasets. If the highest x point is removed, where the di↵erence between the MSHT20
and NNPDF4.0 inputs is largest, then the tension with the fixed target data is largely removed,
while there is some deterioration in the EIC pd with respect to the no cut case; presumably as
it is having less pull.

Finally, in terms of the global best fit values of the strong coupling, and the corresponding
uncertainty, in the self–consistent aN3LO shown in Fig. 3 a closer examination finds that the
global minimum lies at ↵S(M2

Z) = 0.1175 (somewhat higher than the previous value of 0.1170)
with the EIC pd setting a lower limit of 0.0016. Comparing to the previous study of [1] we can
see that this is very similar to the most competitive bound in a fit without such PD included,
which is set by SLAC and NMC F2 data. These limits will also change in this updated fit, which
includes the EIC PD, however given the precise limits will depend on the final comparison to
real data we do not redo the full analysis here. Nonetheless, the relevant comment to make is
that the EIC PD may be expected to set a competitive, though not dramatically smaller bound
on the value of the strong coupling.

Turning to the result where the EIC PD are genearated inconsistently, with the NNPDF
set, we find that the global minimum now lies at ↵S(M2

Z) = 0.1165 (somewhat lower than
the previous value of 0.1170), but that the EIC PD no longer set competitive bound on the

7

• This feeds through to fit quality:

• But fit quality to EIC PD is still only           from ideal, and global fit quality           worse wrt 
baseline.        

<latexit sha1_base64="LQURS/Xuf0vvR3wtoNHAdqzLhfI=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvgqswUqS5cFNy4rGAf0A4lk2ba0CQzJplCGfodblwo4taPceffmGlnoa0H7uVwzr3k5gQxZ9q47rdT2Njc2t4p7pb29g8Oj8rHJ20dJYrQFol4pLoB1pQzSVuGGU67saJYBJx2gsld5nemVGkWyUczi6kv8EiykBFsrOT3NROoZvtIYDQoV9yquwBaJ15OKpCjOSh/9YcRSQSVhnCsdc9zY+OnWBlGOJ2X+ommMSYTPKI9SyUWVPvp4ug5urDKEIWRsiUNWqi/N1IstJ6JwE4KbMZ61cvE/7xeYsIbP2UyTgyVZPlQmHBkIpQlgIZMUWL4zBJMFLO3IjLGChNjcyrZELzVL6+Tdq3q1av1h6tK4zaPowhncA6X4ME1NOAemtACAk/wDK/w5kydF+fd+ViOFpx85xT+wPn8AeHikYU=</latexit>

⇠ 2�
<latexit sha1_base64="W8VngY53EEvjyhgxraoLqggBLEQ=">AAAB9HicbVC7TgJBFL2LL8QXamkzkZhYkV1j0MKCxMYSE0ES2JDZYRYmzGOdmSUhG77DxkJjbP0YO//GAbZQ8CT35uScezN3TpRwZqzvf3uFtfWNza3idmlnd2//oHx41DIq1YQ2ieJKtyNsKGeSNi2znLYTTbGIOH2MRrcz/3FMtWFKPthJQkOBB5LFjGDrpLBrmECB6wOBUa9c8av+HGiVBDmpQI5Gr/zV7SuSCiot4diYTuAnNsywtoxwOi11U0MTTEZ4QDuOSiyoCbP50VN05pQ+ipV2JS2aq783MiyMmYjITQpsh2bZm4n/eZ3UxtdhxmSSWirJ4qE45cgqNEsA9ZmmxPKJI5ho5m5FZIg1JtblVHIhBMtfXiWti2pQq9buLyv1mzyOIpzAKZxDAFdQhztoQBMIPMEzvMKbN/ZevHfvYzFa8PKdY/gD7/MH4FeRhA==</latexit>

⇠ 1�

• I.e. this is not ‘obviously’ (post-hoc) bad at the level of the pure fit qualities.

• What about the strong coupling?
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• Impact on local profiles significant! Relatively flat, 
but preference for lower value of ~ 0.115 then 
nominal 0.118.

Largest difference
between the NNPDF4.0
and the MSHT20
aN3LO pseudodata
is in the highest
x ⇠ 0.8 point.

Clearly visible in
comparison of charge
weighted quarks.
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• Cutting out highest               points reduces difference 
somewhat, but far from entirely.
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x > 0.8
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Figure 11: As in Fig. 3 but with the pseudodata now generated with the NNPDF4.0 aN3LO set.

Figure 12: As in Fig. 11, but with a fraction 10% uncertainty applied for all EIC NC x points above 0.8, in place of
the nominal values.

0

40

80

120

160

200

0.113 0.114 0.115 0.116 0.117 0.118 0.119 0.12

��2
Global, aN

3
LO, NNPDF pd, x > 0.8 cut

0

10

20

30

40

0.113 0.114 0.115 0.116 0.117 0.118 0.119 0.12

��2
Local (NC), aN

3
LO, NNPDF pd, x > 0.8 cut

Figure 13: As in Fig. 11, but with all EIC x points above 0.8 removed.

8

• Global impact reasonably mild, but some reduction from ~ 0.117 value, in region of ~ 0.1175. 

• This change is of the order of a                  uncertainty, but safely in the dynamic tolerance (~     0.0015) one.
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��2 = 1
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• Size of this effect (and difference in underlying PDFs in EIC-sensitive region) points to complications that 
inevitably arise in real analysis vs. pseudodata one.



Summary and Outlook

★ Fitting strong coupling simultaneously with PDFs in global MSHT fit performed for long time.

★ More recently, extended to aN3LO - stability achieved and consistency with NNLO.

★ EIC can add key complementary information about PDFs and the strong coupling.

★ Moderate impact on PDFs and competitive bounds on strong coupling projected.

★ Also investigated going beyond assumption of pseudodata/fit consistency. 

★ NNLO fit with aN3LO pseudodata shows clear shift in locally preferred strong coupling.

★ Sensivity to TMCs at highest      seen.

★ Rough model of tensions at aN3LO also demonstrate local shifts.

★ Future studies should consider these effects, and will do!
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