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Introduction 
- The DarkLight Experiment
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Introduction 
- Mass Reconstruction

Calibration Steps Schematic of spectrometer and particle trajectories 
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Introduction 
- Mass Reconstruction

Calibration Steps Schematic of spectrometer and particle trajectories 

Can be replaced by ML!
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Introduction 
- Mass Reconstruction

Analysis Steps
Reconstruction for simulated source 

using current fitting method
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Machine learning! 

Inputs

ML model

Outputs

● Neural network

● Random forest

● and others ..?
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Machine learning! 

Inputs

ML model

Outputs

All training, verification and testing data 

are generated by simulation

● Neural network

● Random forest

● and others ..?
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Machine learning! 

Inputs

ML model

Outputs

All training was done on Google CoLab. 

- SBU does not give CoLab access :(

- SeaWulf queue is long …

● Neural network

● Random forest

● and others ..?
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Neural network:
- simple testing model 1

● linear network

● individual model for each output 

● Use optimizer to find layers and 

neurons

● Activation function: Leaky ReLu
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Choice of Activation Function

● During backpropagation, we perform gradient descent (or some variation of it) 
which looks as following:

● The gradient wrt weights depends on derivative of the activation function:
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Sigmoid Function Hyperbolic Tangent Function
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ReLU (Rectified Linear Unit) Function

● Output Range: 0 to infinite

● Advantage: fast; good for pattern 

recognition

● Disadvantage: dying ReLU

https://www.geeksforgeeks.org/activation-functions-neural-networks/
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Leaky ReLU Function
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Setting up for using GPU
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Data

Pandas DataFrames
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https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.html


Transforming the Data for using in the Neural Networks
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Load the data to GPU



Hyperparameter Optimization
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Load Neural Network Module from PyTorch

Base structure of Network
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Parameter Space for Hyperparameter Optimization

Setup the objective function for optimizer



Using OPTUNA for Optimization

Run OPTUNA
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Instantiating the Neural Network
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Define activation function

Example setup 
for network:

Setup linear NN with x layer ...
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Network architecture



Training the Network
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Save the Model!

Load the Model
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Running the Trained Model

Prepare Data for Results

Running the Loaded Model
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Result 

28



Result Multiple scattering makes edge 
events more difficult to fit?

Function fit
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Tried with less physics effect and smearing

Geant4 simulation

10 events in each spectrometer arm
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Tried with less physics effect and smearing
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Conclusion and next step 

- We are testing using ML for the vertex and mass reconstruction 

for DarkLight

- Will continue to investigate and try more complicated models 

and combine fit for all three outputs 
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Conclusion and next step 

- We are testing using ML for the vertex and mass reconstruction 

for DarkLight

- Will continue to investigate and try more complicated models 

and combine fit for all three outputs 

Thank you :)
Comments and suggestions?
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