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Neural networks
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Review: arXiv:2412.18030

McCulloch (right) and 
Pitts (left) in 1949

Active neuron:

Inactive neuron:

Activation threshold:

Weights (synapses):



Neural networks
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Review: W. Bialek, arXiv:2412.18030

The network is sliding down on 

a landscape, which is an effective

energy function.

“Coming to a rest at the minimum

of the energy is a computation, 

analogous to recalling a memory.”

Hopfield 1982:

Nobel prize in Physics, 2024, 

with G. Hinton (“Boltzmann machines”)
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Standard Hopfield network

We can program the network so that its stable final states are close to some

specific stored patterns by choosing

for K binary patterns we’d like to store. Example: ferromagnet   

Local learning rule: update the matrix J depending on the outcome

(Hebbian, Storkey, …)
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The local learning rule

Review: W. Bialek, arXiv:2412.18030

This is analogous to the universal quantum computing theorem:
all quantum computations can be performed by using only single- and 
primary two-qubit gates.
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Modern Hopfield network
Replace the original energy functional

by a more complicated function

For example, for

one can store a huge number of patterns,



An ML algorithm
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The proposed ML algorithm is as follows:

Perform minimization of fully connected Ising model with fixed boundary 
condition on one side (input neuron layer) + open boundary condition on 
other side (output neuron layer). Matrix Jij is fixed by stored patterns;
Define symmetric matrix from asymmetric J determined by stored p 
patterns by 

                                                 
Once energy function minimized for given initial quantum state (describing 
the input neuron layer): find quantum state on other boundary. 

Then compute overlap of this quantum state with stored patterns (next 
slide) and pick largest overlap (fidelity) – this provides output of network.



8

The minimization algorithm

Once patterns stored (matrix J determined): minimize energy of Ising system 

providing fixed boundary condition on input layer (determined by 
particular input), and using open boundary condition on output layer.  

Once minimization done: find corresponding state described by       .
Then: compute projections of       on all  stored patterns        :

Largest overlap defines the output of algorithm.  
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Dirac 3 "quantum computer"





Quantum Computing Inc.'s Entropy Quantum  Computer

• Energy-efficient, robust, scalable, 

affordable

• Optimization problems

Key Features

• Non-binary qudits 200 discrete modes 

per qudit

• Room temperature operation 

Operation

• Problem → photonic architecture 

• Optical feedback loops modulate 

variable interaction

• System settles into ground state 

(optimal solution)

• Solution readout

NASA:

• Radar image reconstruction (phase 

unwrapping)

• LiDAR spectral analysis from lower 

Earth orbit





Initial State Implementation 
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Problem: Dirac 3 starts minimization from random state instead of particular state  
(input pattern).

Solution: Encode input pattern as magnetic field (bias term) placing us on 

correct starting point in energy landscape.

New parameter h: determines how strong bias term ”pulls” us to initial

pattern. In practice, after training: determine which strength h works best.
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Some first results
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Free account limits us to 100 neurons (or images
smaller than 10x10

Classical results are surprisingly fast (even for
larger images)

Simulation on Dirac3 still needs some refinement



Toward Quantum Advantage

• The key addition is the transverse field term        
spins can rotate

• Have to solve Quantum Ising model!

• There exists mapping to classical Ising model but 
in 1 dimension higher (Trotter-Suzuki 
decomposition in Path integral Monte Carlo)
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